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initial surface, which comes from coarse orbiter
topograply data, with rocks and craters in aywdnat
models the aging of the Martian surface. Once generated,
) ] i the terrain is interrogatedybthe LIDAR modé to
Hazad avoidance is a key technology for landing large generate measurements of surface topography. A reduced

payloads sfely on the surface of Mars. Dag haard resolution of a nominal Martian terrain is shown in Figure
avoidance a lander uses onboard sensass detect 2(A).

hazards in the landing zone, autonomously selects a safe
landing site, and then maneuvers to thevsée. Design
of a system for hazdr avoidance is facilitaté by

Abstract

simulation where trades involving sensor and mission ian
. X : Generator

requirements &n ke explored. This paper describes the

algorithms and models that comprise a scanning LIDAR- +

basel hazard avoidance simulation includg a terrain

generator, a LIDAR model, hazard avoidance algorithms Synthetic Terrain

and pavered landing gudance algorithms. Preliminary Map

simulation resuk $ow that the proposd hazard

avoidance algorithms ar dfective at deteatig hazards

and guiding the lander to a safe landing site S/CState and o SEISIN
Current Landing Site Model

1 Introduction +
Safe landing on Mars can be achievedeliher of two Powe_red Sgn[zAlF;s
design approaches. One is hazard tolerance, in which the Landing P

spacecrdfis designed to withstand impact with whatever Guidance
terrain is expected in the landing zone; airbags (employed
by Mars Pathfinder) are an example. This can be an
unwieldy approach for large landers under consideration
for future missions. The second approach (and the focus
of this work) is hazard avoidance in which the spacecraft +

uses onboard sensors to detect hazards in the landing Detected Safe

zone, selects an alternate landing site, and then maseuver Landing Site

to the nev site. Design of a system for hazard avoidance ] ) )

requires trade gudies to investigate serms@quirements Figure 1 Block Diagram for simulation.

and mission design. Analysis of these systems trades is| |IDAR Model: A scanning LIDAR is currenyl the
greatl facilitated ly simulation. An integrated simulation  terrain sensing instrument base lined for the Mars 2007
tool has been developed and is described here, along withsmart Lander mission, so it is the sensor we model in our

Hazard

Avoidance

some illustrative results from a prelimiyarade study. simulation. A scanning LIDAR senses the 3-D
Our simulation contains four modules thanteract topograply within its field of viev by raster scanning a
according to the block diagram shown in Figure 1. pulsed laser beam across the targeted surfaBy
Terrain Generator: Topographic terrain data is needed measuring the timefdlight of the laser pulses reflected
to modé the hazards (rocks, cliffs, craters) likab be from the surface the range to the soda@n be

encounteré duing landing. A large database of high determined for each scan. When combined with
resolution Martian terrain is not available, so a method for measurements of the angular position of a mirror that
syntheticaly generating realistic terrain is needed. Since directs the scan, a 3-D point or sam@n be generated
the results generated fmothe simulation will be useful for each laser pulse. The output of the LIDAR is a cloud
only if the underlying terrain is realistic, we use a method of 3-D points that conyethe topograp} of the scanned
for generating Martian terrain that is based on geophysical surface. Assunteparameters for a landing LIDAR are a
processes The terrain is generatedy populating an 10°x10° field of view with 10000 samples scanned in one



second and a maximum range of 2km with a range
resolution of 2cm. We have built a model of a LIDAR
into aur simulation thaiincorporates pointing errors and
range sensing errors due to measurement noise as well a
pulse stretching yb the scanned terrain. The LIDAR
model uses efficient ydracing algorithms from computer

graphics to generate 10000 samples in less than one

second, so it can be used freal-time simulation of
landing. The samples generatgdtfoe LIDAR model are
outpu to the hazad detection and avoidance algorithms
that compute safe landing sites.

Figure 2 Hazard avoidance simulation visualization
(A) Terrain and LIDAR scan. (B) Parameter maps
used to detect safe landing sites. (C) Safe landing site
map with hazards $own in red, saé zones $own in

green, previous landing site siown as a black X and
the selected landing site shown as a purple +.

yazard Avoidance: A particular patch of terrain presents

a hazard to the spacecraft during landing if the slope of
the patch isdo steep or the patch contains rocks or other
protuberances that are taller than a certain tetight.

To quantitativey determine if a patch is hazardous, the
slope and terrain variation over the patch must be
measured. We have developed algorithms that estimate
the location of surface hazards given scanning LIDAR
data and incorporated them diregtinto the simulation.
These algorithms build an elevation map from LIDAR
samples, estimate local slope and roughness using the
elevation map and then determine areas that exceed
constraints on surface slope and roughness given the
footprint of the lander. Images of nominal parameter
maps are given in Figure 2(B). Of the remaining safe
places to land, the hazard avoidance algorithm selects the
location with the minimum slope and roughneskhis

nen safe landing site is then passed to the powered
landing gudance module that usei$ to compute a
trajectoy to the nev landing site. A safe landing map
with previous and ne landing sites selected giown in
Figure 2 (C).

Powered Landing Guidance:We use an algorithm for
powered-landing guidance that can retarget gtiare to

a nev point specified  hazard avoidance. Our guidance
algorithm, adapted fra that flown on Apollo, transfers
the lander from ancurrent state (position and velocity) to
touchdown in two phases, called "approach" and "vertical
descent’ Each phase has a target point where the
position, velocity, and acceleration are all specified. The
approach-phase targis five or ten meters diregtbbove

the landing site, and the vertical-descent-phase ttésge
on the surface. Specifying zero for the horizontal
components of target velogiand acceleration causes the
lander to arrive at each target point with zero transverse
velocity and in an erect attitude, regardless ofy an
maneuvering en route to avoid hazard$he vertical
components of approach-phase target veloaind
acceleration a diosen to provide a fuel-efficient transfer
with a safe thrust margin, and a vertical rate at the target
that is the same or close to the constant value flown in the
vertical-descent phase. In the vertical-descent phase, the
lander descends at around 1 m/s until the engines are shut
off upon or just before contacting the surface.

The simulation starts with the lander traveling along a
predetermined trajectory. Each time a LIDAR scan is
taken, hazards are detected and a (possibly) sade
landing site $ ®lected. Ths ste is then passed to the
guidance module and it computes avrieajectoy to the
desired landing site. This process is reptadtil the
lander has landed safebn the surface. The rest of the
paper describes in ddtathe omponents of this
simulation.



processors on the supercomputd@ihe terrain pieces are
generated and the terrain server putsnthegether and
sends the complete terrain to the simulation.

2 Synthetic Ter ain Map Generation

A requirement for aylanding simulation is a physicyll
accurate model of the landing surfacehis modé must
contain enough fidelt tha the sensor models that
interact with the surfae @n produce measurements that
are realistic. The simulation described in this paper uses a ) ) _ )
sophisticated environment for modeling Martian terrain The safe landing simulation requires a model of a
that has been developed at JPL over the last decade[3][4].Sc@nning LIDAR (LIght Detection And Ranging) so that

3 LIDAR Model

The terrain generator software builds Martian surfages b
sequentialf applying geological processes to the surface.
These processes are realizations of the models ysed b
planetay geologists to describe the surface of Mars. Of
particular interesto safe landing is the statistiaaodel

for rock size ad density. In our simulation, the user has
control over the rdc densiyy parameter, so terrain of
varying difficulty for landing can be generated.

terrain

Figure 3 An
populated with craters and rocks.

example synthetic map

The terrain generator begins with an initial coarse surface.
Fractal surface generation is then used ilfoi f the
terrain  This fractal surface is then adtaipon by a
craterirg process and a rkcgeneration process. These

realistic LIDAR measurements can be generated from
synthetic terrain. This model should @lske
computationalf efficient so thait can be used in real-
time simulations. To this end, we have developed a n
efficient high fideliy modé that emulates the physical
processes within a time-of-flight dual-axis gimbaled
mirror LIDAR.

Principal of Operation

A LIDAR, when pointed at a surface, measures the range
to this surface using laser light. A common range
measurement principal used in long range LIDAR is time-
of-flight; a laser pulse is emitted, the pulse is reflected
from the surface, and the time of the retugipdse is
recorded. This time is then converted to a range
measurement using the speed of light. Because the laser
beam has a finite divergence (angular width) the laser
beam will be reflected from a patch of the surface and a
continuum of ranges will result (pulse spreadinghe
actual range measureg the LIDAR will be the range at
which the integrated return light engqasses a threshold
defined in the detector electronics. Usyaéliis threshold

is defined in terms of the sighao noise of the
measurement.

A scanning LIDAR emits a continususream of laser
pulses and optics are used to sweep the laser beam across
a scene. Often single or dual axis gimbaled mirrors are
used to directhe laser beam In this case, a scanning
LIDAR measurement, called a sample, consists of the
detected range to the surface and the measured angular
position of the mirror(s) when the laser pulse was emitted.
Mirror encoders are not perfect, so noise will be
introduced into the angle measurements.

A scan pattern defines the angular position of each
sample. Modifiable parameters of a scan pattern are type

processes can be repeated to generate a surface that ha¥ pattern (e.g., raster or spiral), the angular spacing
the appearance of one that has been created over timebetween samples and the field ofwief the scan.

The user has compketontrol over the terrain generation
parameters, so surfaces of maypes can be generated.
The Martian surface terrain generator has been
implemented on a 128-node SGI supercomputer. The
interface to the terrain generator is a terrain server. The
safe landing simulation requests aqa of terrain of a
particular size, resolution and koalensiy from the
terrain server The terrain server then partitions the

generation of the terrain into multiple parts and passes thethe

compute intensive terrain generatiofff do multiple

A parameterized function of mirror kinematics is used to
convert each sample into a 3-D poim a Cartesian
coordinate system attached to the LIDAR. The resultis a
set of 3-D point that conyehat shape of the scene being
scanned.

Measurement noise will be introduced into the 3-D points
generated from LIDAR samples in multiple ways: range
error from the integration of ranges within the footprint of
laser and range detector npis@irror angle
measurement noise; and errors in mirror kinematics



parameters errors. A high fidglimodel of a LIDAR

should take all of these noise sources into account.

Currenty JPL is building a time-of-flight dual-axis
gimbaled mirror LIDAR. For this reason, a model of such

Suppose the synthetic terrain migp,c) has widthH and
sampling between grid cells & then a 3-D poink =
(x,y,z)can be projected verticglinto the grid cellr,c) in
the terrain map using the operaR{k)

a sensor has been developed for the simulation describedp(x) = p(x y,2) =(r,c) =(y/S+H/2,x/S+H/2).

in this paper. Fitsthe dficient model used to generate
range measurements given a LIDAR beam direction will
be described. This will be followed b description of the
model used for laser beam scanning.

Range Measurement Model

Input into the range measurement model is a terrain map,

As shown in Figure 5, the intersection of tif§ with the
terrain map must occur along the line segment in the 2-D
row/column space of the terrain map between

P(r (tmax)) = (rmax7 Cmax) P(r (tmin )) = (rmin ' Cmin) '

To find the intersection, a search along this line segment
and rg is used. The search startstlee grid cell(rs,c5)=

a 3-D ry (origin ard drection) describing the true  (rpasCma), and rg position r(t) = r(tna) Where
direction of the laser pulse impinging on the terrain, and T(rg,cs)<r,(ts). The devation at each grid cell
the divergence of the _Iaser pulse. . T(rs,Ccs) is compared to the yaelevationr, (t,) at that
To account for the divergence of the laser, the pulse is . . . .
modeled as bundle of rays centered on the pointing grid cell urtil the grid cell wher&(rs,cs) >r,(ts) is
direction of the laser pulse (Figure 4). A portion of the found At this transition, the rahas passed though the
energ in the laser pulse is given to each ray, and each of terrain map, so the intersegtidas been found. Linear

the rays is intersected with the terrain map (described interpolation between the intersectiondaprevious rg

below) to get a range. To mddée integration of laser
energy occurring in the LIDAR detector, ¢henergies of
the rays are added in order of range (cloge$arthest).
When the awmulatie energy exceeds a threshold, the
range &that eneryg is the ideal detected range. Detector
noise is introduced yb adding a gaussian distributed
range eror to the ideal range and this is the output of the
range measurement model.

The most computationgll expensive portion of the
LIDAR modd is ra tracing intersecting a rawith the
synthetic surface to determine range. To alleviate this
problem, an efficient ratracing algorithm has been
developed fo ray/terrain map intersection. Let ayrbe
defined asr (t)=(r«(t),ry(t),r(t)) =a+bt with origin a =
(awa,a,) and drection b = (b,b,b,), |b|=1. First, the
maximumz,.x and minimum elevation,,, in the terrain
map are determined beforeyrmacing. Then for a given
ray, the intersection of the yawith the maximum and
minimum elevation planes are giventft,,x)andr (tmin )
where

tmax = (Zmax _az)/bz tmin = (Zmin _az)/bz .

Received Pulse

model pulse
as bundle
of rays

Figure 4 By modeling the laser pulse as bundle of
rays the effect of pulse stretching can be simulated.

points and terrain elevations is used to get a sub-grid cell
estimation of terrain map elevatianat the intersection.
z is converted into a rangeusing

p:(zi _az)/bz

P(r (tmax)) = (rmax7 Cmax)

P(r (tmin )) T+ (rmin v Cmin)

(A)
Zmax
Zmin
r(tmin)
(B)

Figure 5 Intersection of a ray with a terrain map.
(A) A ray intersects a terrain map alorg a segment.
(B) Elevation view d the search for the ray/terrain
map intersection.

The procedure foray intersection is used to get a range
for all rays in the bundle describing the laser pulse. The
energies associated with the rays are summed from closes
to farthest and when ¢hawmulative energy exceeds a



threshold, that range isdaheror free range for the pulse  but it will be useful during off-ine Monte Carlo
pn. Next, a gaussian error &(is added tg, to simulate simulations.
detector noise. This range is then discretized to the

resolution of the range detection electrordg$o ge the . .
range measuremept 4 Hazard Avoidance Algorithms

Scanning Model The inputs to hazard avoidance are LIDAR samples and a
vector describing the geodetic normal of the surface, both
in sensor coordinates. Also inpis the safe landing
parameterslander diameter, maximu lander incidence
angle and maximum surface roughness. The hazard
avoidance algorithms process these inputs to select a safe
landing site. Hazard avoidance takes part in three stages:
elevation ma generation, hazardetection and safe site
selection.

The scanning modiés fairly simple becausé& models

the pointing of the laser during scanning using a two-axis
gimbaled mirror. The angles of the mirror abgp. The
scan model has parameters for field ofwigresolutionn
(number of samples within field of view), and scan
pattern. Currenylthe model onf supports raster scans.
For a raster scan, the field of wi@nd number of samples
within the field of viev create an argaof equaly spaced
angles 0,,@,) that define the direction of the laser beam R v\hA
for each sample. Since pointing of the mirror is not /
perfect, the actuamirror angles will not b eactly the {\yve)
same as those defineg the scan pattern. This effas ﬂi g

simulated in the scanning mode bdding a gaussian
distributed offset, Gfp,0, to each @,q@,) pair to get
(Bor, @) Together §or, @) and the position and attitude
of the LIDAR determine the yathat is used to generate
range for each sample. To model sampling of angle
measurements yb the mirror encoders, 8(,@,) are 4.1 Elevaticn Map Generation
discretized to the angularesolutions of te encoder
(%0,0¢) to get the measured angled,@ The discretized Elevation m@ generation is the procesy which range
angles and the measured rangnstitute the LIDAR samples are projected into a grid to form a 2Y%-D surface
sample 0,06, output for each pointing angle. The representation (regridding). Scanning fasengefinders
LIDAR samples for all angles in the scan pattern generaly have spherical or perspective projection models.
constitute the output of the LIDAR model for a single Also, scan patterns are not always regukesster scans;
scan. spiral and triangle scans are common when minimizing
In summary, the range measuremamdel has mu|tip|e scanner power. Nonlinear projection models and irregular
parameters including the divergence of the laser mljlse  scan patterns create an irregular sampling of the surface.
the number of rays used to modae pulse, the link  If the range samples are dsdrectly, a time-consuming
analysis parameters of the laser beam used ttdhse hazard detection algorithm that accounts for the irregular
threshold on return laser engitpser power, pulse width, ~ spacing between samples is needed. However, b
etc.), the detector error added to the measured rapge  resampling the range samples from each scan to a regular
and the range resolutiod, of the detector. The 9rid in Cartesian space, hadardetection can be
parameters input into the scanning model are field si vie @ccomplished Y applying fixed local operators to the
f, number of samples within field of vien, the pointing resampld gid. Resamplig geatly simplifies the
error distribution Gge,0,) and the mirror encoder ~ Underlying algorithms ah data structures, so a more
sampling §e,5). efficient algorithm results

An elevation map is a functiof(r,c) that encodes surface
Computational Issues elevation on a regular grid. To generate an elevation map,
the horizontal size of each grid cell, and horizontal
extent,h, of the devation map must be determined. As
shown in Figure 6, these parameters can be determined
from the scanner field of we f, the average of scan
samples across the scameand the average range to the
scene being imagdR In general we set these parameters
as follows:

Figure 6 Sensor and terrain map coordinates.

It takes less than P8 to intersect a yawith a terrain map

on a 174 MHz R10000 SGI O2 workstation. For a
100x100 sample scan with lyrper sample this takes 0.5
seconds which is sufficientifeeal—-time simulation given
that the JPL LIDAR under development is being designed
to take a 10,000 sample scan in 1 second. With greater
fidelity in the range measurement model (e.g. 10 rays per
sample) a scan can be generated in 5 s. Obviously, a L h = 2Rtan(f /2)

model of this level Dfidelity cannot be run in real-time, s=h/n



With these settings, ¢hdevation map will coveroughly

cells have an elevation value, the holes ia #evation

the same extent as the scanned data and each grid cell wililmap are filled incrementally. Figure 7 shows a typical

contain approximatglone sample.

Once tle devation m@ parameters a established, the
procedure for elevation rpageneration is as follows.

range scan, a elevation map before hole filing and a
elevation map after hole filling. Figure 9 shows an
elevation map (as a contour map) constructed for a

First, each range sample is converted from scanner angle400x400 sample raster scaf synthetic Martian terrain.

and rang mordinates to Cartesian coordinaigsy,z).
Next, the (x,y) coordinates of the sample are used to
determine the floatip point coordinates(r,c) that the
sample projects to in the grid cell

(2)

The ®ordinate relationship between sensor and elevation
map coordinates is shown in Figure 6. In genere) will

fall between discrete grid cells, so, to prevent aliasing,
bilinear interpolation is used to update the elevation map.
Two arrays are used to perform bilinear interpolation: the
elevation accumulatoE(r,c) and the bilinear weight
accumulatoW(r,c). For each sample, the four grid cells
surrounding(r,c) are updated using

p=r—[mJ q=c-[¢]
Er.g+=1-pd-9dz Wr,0+=Q1-pd-q)
() Er+lo+=pl-gz W, o+=pl-q)
E(r,.c+D+=(1-paz Wr,9+=(1-pq
E(r+1c+D+=pqgz Wr,0+=pq
where [ is the floor operator. After all samples have

been accumulated, ehdevation Z at each grid dkis
determined using

(r,c)=(y/s+h/2,x/s+h/2)

(4) Z(r,c)=E(r,c)/W(r,c)

elevation map
(contour image)

sample s

Figure 7  Elevation map generation.

Due to the irregular sampling the scanner, it is possible
that a grid cell did not have a sample projected into it and
consequenyl does not have an elevation value. For
efficiengy during image alignment, it is important that the
elevation map be free of holes, espegiakar tle center

of the map. A simple interpolation scheme is used to fill
ary holes. First, ha cdls are detectedybfinding cells
that do not have an elevation but are surroungezkls
with elevation. Next, edc hole cdl is assigned the
averag@ devation of all neighboring cells that have
elevation values. Brepeating this process until all hole

4.2 Hazard Map Generation

The next step after generating the elevation map from the
LIDAR samples is the generation of landing incidence
angle and roughness maps that will be used in to select
safe sites for landing. To achieve this, the surface must be
separated into two componentbie underlying smooth
surface from which landing incidence angle is computed
and the rocks ah pits embedded in thi surface from
which surface roughness is computed. tFittse lov
frequeny surface is computed; deviations rirothis
surface are then determineg subtracting it fron the
original elevation map.

Robust Plane Fitting

Since the lander will be approaching the surface
vertically, landing incidence angle is defined as the angle
a between the local surface normaland the geodetic
normal of the surface,. Local surface normal at a terrain
grid cell is computedyfitting a plane to the terrain in the
neighborhood of th cdl; the @mputed local surface
normal depends on the size of the neighborhood over
which the plane parameterseastimated. For safe site
selection, the normal of intetess the one thais
computed with a patch thas the size of the lander
footprint because this normalillvi ndicate the resting
angle between the lander and the surface. If the lander
footprint is L meters then we approximate ghize in
units of grid cells a3 = [I./s[ where [][ is the céling
operator.
A plane is represented the equation

nx+d=0
wheren is the surface normal of the plane ahd the
plane intercept. The neighborhood of a grid cell can be
representedyba set of 3-D points.

N ={X{,X5...X;,}

Plane fitting finds the best fit plana,() to these points
given some appropriateror metric. In may cases Mars
terrain can b daracterized Yy scattered rocks on top of
relatively smooth terrain. The plane thes desired for
estimating local surface norines the planeif to the
surface in which the rocks erenbedded. Given this
domain specific insight, estimating the plane of the
underlying smooth surface is a problem best solwed b
robust statistidamethods where rocks are treated as
outliers from the underlying smooth surface.

The robust statistitamethal used to fit a plane to the
underlying terrain is Least Median Square (LMedSq)



estimation. The LMedSq algorithm uses the following would reduce the accunacof the slog mmputation

principal: three points define a plane; investigate multiple needed for hazdrdetection. A comparison of LMedSq

triples of 3-D points i\ and eventuayl a triple tha is and LSq plane fitting is given in Figure 8.

free of outlier (rock) points will be found. The number of .

triplest that must be investigated is based on the expected Map Generation

percentageo of rok points in N and the desired  The robust planen(d) = (heNy,n,,d) fit at a grid cellx =

probablllly P of Obtaining a tl’lple without outliers. (X,ylz intersects the under|ying smooth rock free
t =In@-P)/In(l-(1-0)%) elevation z. z is definel uwsing the robust plane

L . arameters as
LMedSq estimation algorithms folloa standard form P

[6]; the LMedSq algorithm specialized to plane fitting is  (6) z, =—(n,x+ n, + d)/nz

as follows. Repdathe following steps fot triples. First

select a triple of non-collinear points,&y,x;) randomy The robust plane also defines the landing incidence angle
from N. Next compute the parametersd) for the plane at the grid cell

that is defined pthe three points using

N =(Xp =Xa) % (Xe =Xg) (1) a=cos™ (g /nfng

®) d=-nlx, If a robust plane is fit at ewergrid cdl then the
) ) underlying smooth sur@ @n be generated yb
Given this plane, the square péaarorsr; are ®mputed computingz at evey grid cell. Plane fitting is a relativel
for each of the remaining point k computationalf expensive operation. Given the real-time
{r}={(nx; +d)%}. requirements of landing, computing a robust plane at

every grid cdl is infeasible. Furthermore, robust plane
parameters will not change drastigadetween grid cells,
so computing them at ewecell is wasted effort.

To alleviate tle @mputational burden, a robust plane is
best encountered SO faNyes, dpest) - The process is  only fit to grid cels sparated horizontall by the
repeated for all of thetriples. This procedure finds the footprint of the landed. Furthermore, the size of the

If the median of thelaowe square plane errors is less than
the median square plareror computed for all previous
planesr,4, the arrent plane parameters becomes the

plane th& minimizes the median square péareror, neighborhood for each plani¢ifs €t to a square regions
hence, Least Median Square. centered around the grid cell of widthThe result is that
Next the robust standard deviation robust planes ardtfto a coarse grid of cells vitnon-
5 overlapping neighborhoods that are the size of the lander.
af = (1.4826(1+—))2rmed At each of these grid cellg and a are omputed. In
t-3 between grid cells bilinear interpolation, similar to that

is computed; usingo,, a neighborhad point X is described in Section 4.1, is used it in the gaps
considered an outlier, and consequealiminated, if between grid cells. The end result is are two nz&afrs)

E = (e +d )7 > and A(r,c) that describe the underlying smooth surface
i 7 \Ulbest =% T Hbest Or and the landing incidence angle, respectively, at each grid
The final step in robust plane fitting is to fit a least- cdl in the devation map. Figure 9 shows the landing
squares (LSq) plane to the remaining inlier points in the incidence angle and smooth surface for the elevation map
neighborhood. To fit a plane to multiple points we use the given at the top of the figure.

standard least squares plane-fitting algorithm based on gnce the smooth surface has been generated, the
finding the egenvector of minimum eigenvalue of the roughness map of the surfaRér,c) is smply computed

scatter matrix of the points [2]. as the difference between the smooth surirec) and
outliers/rocks the devation mapZ(r,c). Only absolute deviations are
o LSq plane needed to characterize roughness so

R(r,c) =|Z(r,c) = Zs(r,0)|

Figure 9 shows the roughness map for the elevation map
given at the top of the figure.

LMedSq plane

Figure 8 LMedSq versus LSq plane fitting.

The LMedSq algorithm eliminates the points in the 4.3 Safe Site Selection
neighborhood that correspond to rocks and then fits a LSq
plane to the remaingipoints If a LSq plane wasit to The strateg behind the safe site selection is to generate a

the all of the pOintS in the n6ighb0rh00d, then the plane |anding cos map that first keeps the lander Wm
would be skewed in the direction of kopoints, which



detected hazards and then,nfrdhe remaining terrain,
selects the landing site that has minimal landing incielenc
angle and roughness.

Hazard mp generation creates maps that define landing
incidence angle and roughness at y\gid cdl in the
elevation map. Using landing system constraints on
maximum surface roughne&s, and landing incidence
angleA . safe sites in the terrain are selected as follows.
First, the regions of the terrain that are hazardous to the
lander are detected be identifying grid célls) where

(8) R(r,c)> Ry Ar,C) > Anax

More specifically, a landing cbsmap C(r,c) is
constructed. If a grid cell,c) violates (8) therC(r,c) is
sd to 1.0 Furthermore, the lander cantinatersect an
grid cdl that violates (8), so if (r,c) is withihof a grid
cdl that violates (8) therC(r,c) is also seto 1.0. The
remainirg unassigned grid cells are assigned the
normalizel product of landing incidence angle and
roughness.

C(r.c) = (R(r,0)* Alr,0)) (Rax ™ Anax)
C(r,c) will be at or near 1.0 around grid cells that violate
the landing constraintsC(r,c) will be near zero for
regions that have small roughness and landing incidence
angle By finding the minimum ofC(r,c), the best
landing site will be found. However, in addition to
minimizing the landing cost, the landing site selected
should als be nea regions of similarf low cost. This
concept can be implementeg §moothing te o map
and the finding its minimum. Specifically, the cost map
is smoothed ypsettingC(r,c) to the average of all costs in
a square neighborhood of sizeentered aroung,c). The
best safe landing site is then selectadthee terrain
coordinate (r,c) tha minimizes the smoothed(r,c).
Figure 9 shows a landing map with detected hazards and
buffer zones of sizé and the landing cosnap for the
elevation map given at the top of the figure.

or

5 Powered Landing Guidance

Hazard-avoiding landing guidance was first developed for
Apollo [1][5] and the guidance algorithm planned for
Mars landings is a cles®usin of Apollo's In manned
lunar landings, the commander identified landing hazards
and manipulated a yostick to redesignate the selected
landing site to a hazard-free area of the lunar surface. In
Mars landings, hazdrdetection and avoidance hardware
and software take the place oeétltommander. Landing
guidarce @nnot distinguish betwee human- and
machine-derived landing-site redesignation commands.
The most significant difference between landing on the
moon and landing on Mars is ththe Lunar Module
approached the landing site along a nedrizontal
trajectoy whereas the Mars lander will approach the site

along a neayl verticd trajectory. This difference affects
the guidance algorithm, as explained below.

Terrain
A i

Smoot h Terrain

e I\ A4 o SN
4 ur‘s."._“‘

Cost

Figure 9 Hazard Avoidance Maps. In general, red
indicates hazard, green indicate sfe and yellow
indicates unknown or partially safe.

Powered landig gudance transfers the lander fromyan
current state (position and velocity) to touchdown in two
phases, called "approach" and "vertidakcent' Each
phase has a target point. The approach-phase target ma
be five or ten metersbawe the surface, and the vertical-
descenh targe is near the surface, where the descent
engines are shut down. As the lander approaches a target,



it nulls horizontal components of velocit and
acceleration so thait arrives & the targé moving
vertically downward in an erect attitudeThe vertical
descehis at constant velogituntil the engines are shut
off at or slighty before touchdown Shutting df the
engines before touching down makes the lander lesy likel
to tip over.

The guidance algorithm solves a two-point boundary-
value problem The bounday values are the initial state
and the target conditions. Target conditions are the
position, velocity, and acceleration at the target point. B
reaching zero horizontal components of target velocit
and acceleration, the lander arrivastlae target point
moving verticaly and erect.

To solve the two-point boundary-value problem, the
guidance algorithm fits a polynomial betweese thrrent
state and the target conditions Thus the transfer
trajectoy is a polynomi&in time It expresses position

of a quadrati equation, and in the Apollo case it was the
solution of a cubic equation.

6 Simulation

The simulation ties together all of the previgusl
describe peces. The simulation consists of three
modules the terrain server (TS), the powergudance
module (PGM) and the LIDAR model/hazard avoidance
module (HAM). The TS communicates with the HAM
through TCP/IP sockets and the PGL and HAM
communicate thougnamed pipes.

Firgt the terrain serversi garted with a command to
generate a pce of terrain larg@ exough to cover all
LIDAR scans expectk duing the simulation. Nexthe
PGM and HAM are started. The RGstarts with an
initial state and then propagates this state according to the

and its derivatives velocity, acceleration, jerk, and snap as Powerel gudance guations There is no navigation or

functions of the independent variable time.

With time (which is zero tathe target and negativen
route) denotedl, the position vector and its derivatives
denotedR, V, A, J and S and current and target
conditions denotedybsubscriptsC andT, the two-point
boundary-value problem is expressgd b

O R=R+VT+AT2+ 3 T/6 +S T4/24

(10) Vo = Vs + AT+ 3. T?2/2+ S T%/6

Both current vectors and the firthree of the five target
vectors are given The solution is the following matrix

equation, which expresses the target jerk and snap vectors

in terms of the five given vectors.

0,0 3 —6/T?OR.-R -V, T-AT?/2C
(11) T EIZ4/T4 6/T3‘%RC R -V T-AT /2E
5. H F72T* 24/T°F  Ve-Vy-AT E

In terms of the target jerk and snap vectors, dirrent
acceleration vector is givery b

(12) A=A +JT+ST?/2

The guidance algorithm computes target jerk and snap

until near tke end of the phase, stopping short of ténd
to avod dviding by powers of time as time approaches

zero. It computes current acceleration until the end, using

computed values of jerk and snap even whey éine no
longer being computed. €hwrrent acceleration is used
for commanding engine thrust magnitude and direction.
This guidance algorithm solves the two-point boundary-
value problem for anvalue of time. For Mars landings,
time is chosen to produce a trajegtan which the
vertical component of jerk is constantThis contrasts
with Apollo guidance in which time was computed to
produce a specified target value of the downrange
component of jerk. In the Mars case, time is the solution

control errors in the simulation.
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Figure 10 Example of simulation output. Each row of
images corresponds to a single stegd the simulation.
Note tha there is a redesignation in the third row of
images.

At a rate of once per second, the PGM sends a command

to the HAM to generate a LIDAR scan chikted the
safest place to land. This command has the position and
attitude of the spacecraft when the scan was requested and
the arrrert landing site. The HAM request some terrain
from the terrain server, generates a LIDAR scan and
detects hazards. If ¢harrert landing site is hazardous
then the HAM sends a wdanding site back to PGM and

the PGM computes the wdrajectoy to the nev landing

site. If the current landing site is safe then the HAM sends



back the same current landing site and the PGM keeps theresolution n. Unless otherwise stated, the nominal
currert trajectory. This hazard avoidance loop repeats parameters for the simulation are given in Table 1.
until the spacecraft has landed. Parameters on landing site Figure 11 shows the results of the simulations in terms of
position, spacecrafrajectoy and fuel consumptio are safe site detection probabilifi.e., the percentage of tgul
recorded. If desired, images of hazard maps are recordersafe sites that were detectedtbe LIDAR scan) and safe
for each step of the simulation as welinages recorder landing probability (i.e., the number of landing sites
for five steps of a safe landing run are given in Figure 10. selected ¥ the hazard avoidance algoniththat were
actualy safe when compared to ground truth).
. ) Maximizing these probabilities is desirable although a
7 Simulation Results high safe landing probabijiis more important that a high
landing site detection probability.
To demonstrate the usefulness of the simulatio_n, and The performance of hazard avoidance with respec
prove the performance of the hazard avoidance it ge is poor for ver low altitude then there is an

algorithms, some Monte Carlo simulations ~Were o ouement amoderate altitudes and fingllagain at
conducted. The first set of simulations quantifies the high altitude the performance drops off. The poor

performance of the hazardetection and avoidance  herformance mlow altitude is causedytterrains used in
algorithms for a single LIDAR scan. The second set of e simulation some termahaving no safe place to land:
simulations investigate the performance @& td to end all of the terrain is hazardous. This observation indicates

powered landing system. The tests are prelinyireard tha it better to make hazard avoidance decisions when

will be used to design more accurate and more robust high @owe the surface Because the LIDAR to laser
guidance and hazard avoidance algorithms. The p“rposefootprint increases with altitude, hazar detection

of the tests is to demonstrate the varatparameters that o formance degrades with altitude. This is the reason for
can be investigated with the simulation. decreasing hazard avoidance performance at high altitude.

Table 1 Nominal parameters for the safe landing The performance of hazhrdetection with respecto
simulation. scanning resolution is as expected. s Aanning
) resolution increases, the horizontal spacing between

Terrain Map samples on the surface decreases. This will result in more

Size 500 m hazards beig detected and consequentbetter hazard

Resolution 0.1m avoidance performance.

Rock density 01 Hazard avoidance performance decreases as range
detector noise increases. As detector noise increases,
more false hazards and safe zones will be detected, so the

LIDAR Model probability of choosing a hazardous landing site increase.

Field of view 10°

Resolution 100 Safe Landing

Range error 0.02m Safe landing probabilitfor a complete run of the landing

Range resolution 0.02m simulation (multiple scans and redesignations during

Pointing error 0.00F descen_t) was investigated as a fun_ctlon of rock density.

_ i : Approximatey 100 Monte Carlo landings were performed

Pointing resolution 0.00r and the number of times ththe find landing site was

Divergence 0.1° safe, when compared to ground truth, was measured. For

Altitude 500 m each Monte Carlo run, the terrain scanngthie LIDAR
was varied. Each landing run started at 500 m with a

] purely vertical velocity. The results are given in Table 2.

Hazard Avoidance As expected, as rkadensily increases, the probabifibf

Lander base size 25m ultimately landing at a safe site decreases. However, even

Roughness threshold 05m for a high rock dengjt(0.2) the safe landing probabylits

Incidence angle threshold| 13° above 93%.

Table 2 Safe landing simulation performance as a

) function of rock density.
Hazard Avoidance

. . . Rock Densit
Three LIDAR parameters were investigated for their 010 015 y 050
effect an hazad detection: LIDAR range detection error : : :

o, LIDAR altitude a above the terrain and LIDAR Safe Landing 1.00 0.98 0.93
Probability

10



8 Conclusions

This paper has described an end to end simulation of

poweral descent wih hazard avoidance. Thismulator

will be used during design of the next generation of Mars

landers and will eventugll be incorporated into a

complete 12 degred freedom simulation of all phases of

Martian entry, descent and landing. Types of questions

the simulation will help answer are:

*  What are the requirements for the LIDAR in terms of
field of view and maximum range?

*  How much fuel is consumed during landing?

* What control authontis needed to land sagajiven

*  certain terrain statistics?

* What is the probabiltof safe landing?
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Figure 11 Hazard avoidance performance.
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